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1. General



Time vs

Frequency
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Master -Slave vs.

\

Plesiochronous

S Original focusis Frequency synchronization . Basicconceptsin ITU-T G.810

S

S

plesiochronous mode : A mode where the essential characteristic of time scales or signals such
that their corresponding significant instants occur at nominally the same rate, any variation in rate
being constrained within specified limits

master slave mode: A mode where a designated master clock is used as a frequency standard
which is disseminated to all other clocks which are slaved to the master clock

S mutually synchronized mode : A mode where all clocks exert a degree of control on each other.
S PRCaoriginally mainly basedon Cesiumtechnology: Distributed PRC Master-Slave
S Timing Distribution basedon Centralized PR&
architectures (basedon «MasterSlave») b
S Increaseduse of GNSShasedsyncleading to a mix i
of «Distributed PRC» and «MasteSlave» & -
S | SSU

Renewedinterest on Mutually Synchronized
mode in the timesyncdomain

PRC Primary Reference Clock SSU
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Basic Technologies:
GNSS,Atomic  clocks, PLL

S Master-Slave modeenabled by

Loop Filter

Uye(t)
—-——

\

PLL techniques 00 Upa(®)
----- »| Phase Detector |— — —
S SyncMastersof the network : t
S GNSSRevelvers L
S Atomic Clocks Cesiumfor i output reference timing Signal

Ung(t) loop filter output signal

frequencyaccuracybetter un(t) phase detector output signa

than 10-1%)
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Timing Protocols

S NTP, Network TimeProtocol defined by IETF

S protocol for clock synchronization between computer systems over packet
switched networks

S RFC 1305 (NTP version 3) 1992

S Latestversionv4
S RFC 5905: Network TimeProtocol Version 4:Protocol and Algorithms Specification
S RFC 5906: Network TimdProtocol Version 4:Autokey Specification
S RFC 5907:Definitions of Managed Objects for Network TimeProtocol Version 4 (NTPv4)
S RFC 5908: Network TimdProtocol (NTP) Server Option for DHCPVv6

S PTP, Precision TimindProtocol, defined by IEEE 1588
S V1 (2002)
S V2 (2008)
S V2.1 (2019?)

2019-02-20 | | Page7 (46)
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How NTP Works

T1 Originate Timestamp
s Time request sent by client

T2 Receive Timestamp
s Time request received by server Client

T3 Transmit Timestamp
s Time reply sent by server T1 09:00:000

T4 Destination Timestamp

s Time reply received by client T2 09:00:005
Round Trip Delay=(T4T1)-(T3-T2)

s Round Trip Delay =2510=15 T3

Clock Offset= [(T2T1)-(T4-T3)}/2 09:00:015

s Clock Offset =[510]/2= -2.5 T4 09:00:025
(Clients actual time when reply received was therefore
09:00:0225)

\

Server

Key Assumptions: Time Time

S One way delay is half Round Trip (symmetry!) Corrected time

S Dirift of client and server clocks are small and close to same (g:00:0225
value

S Time is traceable
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IEEE 1588-2008 (PTPV2)
St xE ?A3i Ai 3 ACEA dAEOEAE; i Atampddanéshaies toAE | A /
slaves.

S Slaves process the roundrip delay & synchronize to the Grandmaster.

S Frequency can be recovered from an accurate time of day reference (but L1 can
3 ®A6 ,E dAEA E @

\

S Best Master Clock Algorithm to define the hierarchy Clock
S Accuracy is possible by means of: *
S Proper packet rate (up to 128 per second)

S Hardware time-stamping
(eliminate software processing delays) o
S Timing support in the network
(e.g. transparent clocks, boundary clocks)

Slave clock

<« - ¢ PTP messages over established PTP path
<---® PTP control messages over valid network path

20190220 | | Page (46) UNote: IEEE 1588 under revision (planned 2019)



Timing Support

Timing packets are terminated and regenerated by Node N
Timing packet

Timing packet

Master Slave

e.g. IEEE1588 Boundary Clock, NTP Stratum Clock

Latency (Residence Time) is calculated by NE and the information is added in the timing packet
Timing packet

Timing packet

'Residence Time

N

Master

e.g. IEEE1588 Transparent Clock

Toremove (reduce) «TimeError» componentsinternal to the nodes

2019-02-20 | | PagelO (46)
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Master clock port

Master clock time

PTP Time Transfer Technique

~ o~ o Follow_Up
—_— —~— *
Delay_Req
ty
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Slave clock port

Slave clock time

Timestamps known

by
one-step two-step
master master clock
clock
t1, 2 2
t1,
t1, 1, 13 t1, o, t3
t1,0, 13, 4 t1,0.13, 14

\

Round Trip Delay
RTD = (12 - t1) + (t4 - t3)

Offset:
(slave clock error and one-way path delay)
Offsetsyne =127 t1

We assume path symmetry, therefore
One-Way Path Delay = RTD + 2

Slave Clock Error = (t2 - t1) - (RTD + 2)

Notes:
1. One-way delay cannot be calculated exactly, but there is
a bounded error.

2. The protocol transfers TAI (Atomic Time).
UTC time is TAI + leap second offset from the announce

message.



The concept of Profile

\

S Aprofile Is a subset of requiredptions, prohibited options, and the ranges

and defaults of configurable attributes
S e.g. for Telecom: Update rate, unicast/multicasgtc.

S PTP profiles are created to allow organizations to specify selections of
attribute values and optional features of PTP that, when using the same
transport protocol, inter-works and achieve aperformance that meets the
requirements of a particular application

S Telecom Profiles: G.8265.1, G.8275.1, G.8275.2

S Other (non-Telecom) profiles:

S IEEE C37.238 (Standard Profile for Use of IEEE 1588 Precision Time Protocol in Power System
Applications,)

S IEEE 802.1AS (Timing and Synchronization for Tim&ensitive Applications in Bridged Local Area
Networks); Under revision (targeting a full compliance with the next IEEE 1588 revision)
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2. Frequency sync over
the Physical layer
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Introduction

S Frequencydistribution required originally in PDH / SDHbased networks
S To control the Slip rate (incircuit-switched networks) and control ofjitter/ wander in SDH
networks
S Timing carried by the bit rate of thetraffic signal (typically extracted by the frame alignment word
iIn a TDM frame)
S Slip: «The repetition or deletion of a block of bits in a synchronous gfesiochronousbit stream aue
to a discrepancy in the read and write rates at a buffer.(G.810)

\\Y

Digital Exchange

f1 write
TX "RX —
. 1

1 DF1 = (fL-f0)/0 ~ [T1CDR

TX

g7,

read f2
f2

Slips/day = 86400 |(Df2+Df1)| fO / N Df2 = (f2-f0)/f0

Ex.: N = 256 bits, fO = 2048 MHz (126s buffer) - >
1/72 slipsper day with Df= 1011
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Basic principles

S (.803specifesthe referencechain asa combination of this clocks,that can guarantee to meet
specifiedperformance objectives

(o }00-0-[T1 6 0-0-[6] 00-0-G1 006

N x EEC/SEC SSU #1 N x EEC/SEC SSU #k1 N x EEC/SEC SSU #K N x EEC/SEC

\

Worst case scenario calculation purposes:
K=10 and N= 20, with limitation that total number of clock is limited to 60

S Clockshave beenspecifiedin ITU-T G.812 and G.813

S G.781specifiesthe synchronziation function layer, including the basicsfor use of the
Synchronization Status Message (SSM)

NEES >C =<

S Toavoid timing loops (DNU = DoNot Use !) e o m 2 ~ e o —
S Toinform downstream clockswhen traceability is lost | F—_'):@/ﬁ— T /?/ *Dm:):@:‘ o] :
S G.781providesencodedQLvalues(PRC, SSU, SECl ) : e : |

I I

| :_;:%C 2l Tz = __): I

Sl SR M SN M £

2019-02-20 | | Pagel5 (46) E w E W E



\

SyncE : Introduction

S Severalapplications requiring accurate frequency are reached by Ethernet

S Sincethe very start of timing over packet network activities, it was proposedto use asynchronousEthernet
physical layer

S Not in contradiction with IEEE (101 within the +/-100 ppm - 20 ppm)

S Onlyin full duplex mode €ontinuous signal required)

S Basedon SDHspecification (for interoperability and }
simplifying the standardization task) @;3 - (ss0) |
S Synchronous Ethernet equipment equipped with \f @\ f ® A -
a synchronous Ethernet Equipment Clocks EEC [ ® | © ® | P—
(G.8262). Synchronous Ethernet interfaces extract '\T’ ® T ® o }
the received clock and pass it to the system clock.  ® | @ | @ p
S Synchronization Status Messageas per G.8264 /é/ 7 @/ , S @/ ‘Q
S Enhanced SyncE recently approved(G.8262.1) [\\;SI; ES@ ESL;X } -
S It doesnot transport Time " ) 9
S but it was proposed R e
S All nodesmust support SyncE syncchain asper G.803 }

Fagure 3-5'G- 503 - Synchronization network reference chaim

S Cannotbe transported transparently acrossnetwork boundaries

2019-02-20 | | Pagel7 (46)



SSM (Synchronization Status

\

Message) In  SyncE

S

S

SSMrequiredto preventtiming loops and to supportreferenceselection(as per SDH)
S Detailsaccordingto G.781 and G.8264

In SDH SSMieliveredin fixed locations of the SDH frame

S Packetbasedmechanismrequiredin case ofSyncE - -y
OUI (organizationally unique identifier) from IEEE It =

reusedto specify exchangeof QLs
over the OAMspecificslow protocol (OSSP) — -
ync ync

EEC option 1 clock treated as G.813 conrol 1 et cotr
option 1 (QL-SEC), EEC option 2 as an G.812 y_ > Y
type IV clock (QL=ST3). s i R r{Sdedors

Two types of protocol message types are define( [ sysem System
" " clock clock
S "heart-beat" message(once per second)

~1-" Sele‘ctor < SSM communications Sele‘ctor ge¢- [T

y

G.8264-Y.1364(14)_F11-1

S Eventmessagegeneratedimmediately

S SSM QL value is considered failed if no SSM messages are received after a five second period.

2019-02-20 | | Pagel8 (46)



Ethernet synchronization

z
S ESMC PDU with QL TL¥lways sentasthe first TLV in the Data andpadding field
Octet number Size/bits Field
1-6 6 octets Destination Address = €80-C2-00-00-02 (hex)
7-12 6 octets Source Address
1314 2 octets Slow Protocol Ethertype = (hex)
15 1 octet Slow Protocol Subtype = 0A (hex)
16-18 3 octets ITU-OUI =0019-A7 (hex)
1920 > octets ITU Subtype Octet number Size/bits Field
21 bits 7:4 (Notel) | Version 1 8 bits Type: 0x01
bit 3 Eventflag— 23 16 bits Length: 0604
bits 2:0 (Note2)—Reserved _
2204 Sotets Reserved 4 bits 7:4 (Note) 0x0 (unused)
251532 ] 36-1490 octets | Data and paddingSee point j) < bits 3:0 SSM code >
Last 4 2 FES NOTET Bit 7 of octet 4 is the most significant bit. The Teastsignificant nibble, bit 3 to bit O (bits|3:0)
NOTE 17 Bit 7 is the most significant bit 0 Bit 7 to bit 4 (bits 7:4) represent th contains the foubit SSM code.
number for the ESMC.
NOTE 2i The thred.SBs (bits 2:0) are reserved.

S Recentlyextendedto carry new clocktypes (and inform on PRTCtraceability)
S Extended QL TLV

S Use ofPadding bits also recently revised (set to all zero and ignored by receiveis

2019-02-20 | | Pagel9 (46)



3 bits Type: 0x07 Extended z
16 bits Length: 0x0014
8 bits Enhanced SSM code (see Table 1- QL TLV
9,
5-12 64 bits SyncE clockldentity of the :
originator of the extended QL EEEEE 1‘-\-\-\-\ -------- > fS>|IInCE (Elrloct(llfdliegt{[%IBS |
TLV, Notel, ollows the rules
8 bits
14 8 bits Number of cascaded eEECs from
the nearest SSU/PRC/ePRC
8 bits Number of cascaded EECs from

~

the nearest SSU/PRC/ePRC

BN
16-20 40 bits Reserved for future use Enhanced SSM code
EEC1 QL-EEC1

EEC2 QL-EEC2

Other clock types QL message OxFF
contained (refer to the QL TLV)

Note: ePRC SSM code (0x23) recently added in[ITU-T G.781] Note 1

(G.8264 Amd1, February 2018)
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SSM codes for SyncE

Table 11-7 (G.8264-2017): Option | Table 11-8 (G.8264-2017): Option Il

Quiality level | SSM code | Enhanced SSM Quality level | SSMcode | Enhanced SSM
code code

\

QL-PRC 0010 QL-PRS 0001 OXFF

SSUA QL-SSUA 0100 OxFF Note 1 QL-STU 0000 OxFF
SSUB QL-SSUB 1000 OxFF ST2 QL-ST2 0111 OXFF
EEC1 QL-EEC1 1011 OxFF TNC QL-TNC 0100 OxFF
Note 1 QL-DNU 1111 = ST3E QL-ST3E 1101 OxFF
PRTC QL-PRTC 0010 0x20 ST3 QL-ST3 1010 OxFF
SO QL-ePRTC 0010 0x21 EEC2 QL-EEC2 1010 OxFF
eEEC QL-eEEC 1011 0x22 Note 1 QL-PROV 1110 OxFF
ePRC QL-ePRC 0010 0x23 Note 1 QL-DUS 1111 OxFF

Note 1: There is no clock corresponding to this quality PRTC QL-PRTC 0001 0x20
level. ePRTC QL-ePRTC 0001 0x21

eEEC QL-eEEC 1010 0x22
ePRC QL-ePRC 0001 0x23
Note 1: There is no clock that corresponds to this quality level.

Note 2: When processing the SSM QL, The SSM code should
If a ClOCk_ supports both the QL TLV and the extended processed first, followed by processing the Enhanced SSM
QL TLV, it should set the SSM code and the enhanced code.

SSM code according to table 11-7/11-8, and send both
the QL TLV and the extended QL TLV. Note: ePRC SSM code (0x23) recently added

2019-0220 | | Page21 (46) (G.8264 Amd1, February 2018)

Note 2: When processing the SSM QL, The SSM code
should be processed first, followed by processing the
Enhanced SSM code.
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3. Freguency sync via
packets



Introduction

W

S Timing carried via packets was originally used to receiver the service timing (e.g., 2 Mbit/s service

A3 AAUEA OEEA y3* AAaEC i ECed6AaAls afiodei

S Service clock adjusts based on buffer fill levelgacket arrival rate, PDV influences wander at the

network output

Packet/Cell Stre

Packet(Cell)

El/ T1 Interwo
B t Stream

S Similar principle applied replacing Traffic data with dedicated timing packets

(NTP or PTP)

S Packets may not arrive regularly, butimestamps mean time information can'be-€

S Timing information contained in the arrival/departure time of the packets

m it Stieg

Playout Buffer

Buffer Fill Level
Service

Clock

S Two-way or one-way protocols oRC
S Timing recovery process requires ¢Refere”0e
PDV filtering Time Stamp. | 77T T T b ket switched )
Network

C—1 Time Stamp

2019-02-20 | | Page23 (46)

Time Stamp
Processing

\ Recovered
Reference
Timing Signal

3 A d, UAA
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Packet -based Equipment Clock

Local reference _ PEC-S
Time scale
comparator
Packet timing Packet _ |
: ) Low pass filter Output clock
signal selection P —»  Oscillator » Outp
Local time <
scale

G.8263-Y.1363(12) FA.1

S Conceptof «Packet Selection»:
S Pre-processing ofpacketsbefore use in atraditional clock tohandle PDV
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ITU-T G.8265.1 Frequency Profile 0 IEEE-1588
without support from Netxv_cxlg -

\

Traditional Packet
Switched Network

s
an®
------------

wn®®
‘‘‘‘‘‘
.?
-

— = =2 - =  _ Telecom U ]))
IEEE-1588 =il (S P sl : S E : '
Macte k e _ PEC-S-F *

: Packet
e u')) )
(PEC-S-F) @\
S Performance is dependent of the network

Delay
Variation
(PDV)
S The clock recovery algorithm is adaptive in nature, therefore performance is impacted by packet delay variation
S The quality of the clock delivered to the application depends on several factors
S Quality of the oscillator at the slave, packet delay variation of the network, number of timing packets per second

S ITU-T Recommendations for IEEEL588 for Frequency Sync targeting wireless backhaul applications

S (G.8265 (Architecture and requirements for packebased frequency delivery), G.8265.1 (Precision time protocol
telecom profile for frequency synchronization), G.82631({ming Characteristics of Packet based Equipment Clocks

A\

(PEC)),G.8261.1 (Packet Delay Variation Network Limits applicable to Packet Based Methods), and G.8260 (metrics
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Back Up SliDe : G.8265.1 - PTP Options
and Configurable Attributes

S

S One-way versus two-way mode

Both one-way and two-way modes are supported in the Frequency Profile

S Unicast versus Multicast mode

S
S

S

S

S

S
S
S

S

2019-02-20 | | Page26 (46)

Only Unicast mode is allowed in the Frequency Profile
Unicast Message negotiation is used

S One-step versus twastep clock mode

Both one-step and two-step clocksare supported in the Frequency Profile

S PTP mapping

IEEE1588-2008 annex D- Transport of PTP over User Datagram Protocol over Internet Protocol
Version4 is supportedin the Frequency Profile

IEEE1588-2008 annex E- Transport of PTP over User Datagram Protocol over Internet Protocol
Version6 is supportedin the Frequency Profile

S PTP Message rates

Sync /Follow-up s min rate: 1 packet every 16 seconds, max rate: 128 packets per second
Delay RequestDelay Responses 1 packet every 16 seconds, max rate: 128 packets per second

Announces min rate: 1 packet every 16 seconds, max rate: 8 packets per second, default: 1 packet
every 2 seconds

Signaling messages no rate is specified

\



Back Up Slide:
(G.8265.1 - Aternate BMCA

S The alternate BMCA in G.8265.1 Is static, each master is isolated by a
separated PTP domain that is done through the unicast communication
S Grandmasters do not exchange Announce messages.
S Masters are always active
S Slaves are always slaveonly clocks

S The Master selection process is based on the Quality Level (&dr)abled
mode per ITUT Recommendation G.781
S Quality Level (QL)
S The Clock Class attribute in the Announce messages in PTP is used to carry the SSM QL value
S Master with the highest Quality Level that is not in a failure condition will be selected
S In case of Masters with similar QL, the Master with the highest Priority is selected.
S Priority
S Each master has a priority value that is locally maintained in the Telecom slave.
S Packet Timing Signal Fail (PTSF)
S PTSFKlossSyng PTSFlossAnnounce PTSFunusable
S (G.8265.1 introduces the concept of a Telecom Slave

S Consists of one or multiple PTP slavenly ordinary clock instances

2019-02-20 | | Page27 (46)
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4. Time sync distribution



Introduction

S Distributed vs.packet-based

Radio distributed PRTC, e.g., GNSS or
distribution via cables

y % N
Y Y
Rx Rx
---------------------- PRTC limits RN o
> ; < PRTC limits
E-nd- K// * \\*
application End End End
application||application||application

—————— -+ Time or phase synchronization distribution via cable

- -
N

-a

2019-02-20 |
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=% Time or phase synchronization distribution via radio

------------ ' PRTC limits

End
application

G.8271-Y.1366(12)_FO1

distri

Radio distributed PRTC, e.g., GNSS or

bution via cables

\

1
¥
Rx .
—= ~—PRTC limits ~Z—PRTC limits
= Packet
End Packet master
application master o
clock |~ Clo?k Packet timing
. N distribution network
o Transpo
Packet timing Transpo node
distribution network node .
] I
! v
i Packet
Packet slave
L | slave clock
clock —
- [} ] ~ ! S~
/”’ ! ! \\\\ * \\\i
A v v “~a
End End
End End End End application|| application
application||application application|| application

@ T-BC

------ + Time or phase synchronization distribution via cable

<

~—4

(From ITU-T G.8271)

<~ Time or phase synchronization distribution via radio

G.8271-Y.1366(12)_F03



Two -ways time transfer

\

S Delivery of Time synchronization requires also the knowledge of «transit
delay» from Ato B

S Two-ways transfer protocols (round trip delay)
S Assumption for symmetric channel

2019-02-20 | | Page30 (46)



Time Synchronization Architecture
(Telecom perspective )

S General network topology for time/phase distribution Reference (UTC) Erom G.8275
from a packet master clock PRTC to a telecom time k '
slave clock (FTSC) ek

Packet timing signals

S The synchronization flow is from the master to slave, E Tz/
although the timing messages will flow in both Packet stave 14—
directions. v i

Out + 9, — e
S Individual nodes are TBCs or FTCs in the case of fult rcime == <__ lik
support from the network o Out+,

\

4
Packet network

G.8275-Y.1369(13)-Amd.2(16)_F01
0L1I+53 (13)-Amd.2(16)_|

S Primary Reference Time Clock (PRT@ the master of the timesynchronization network (G.8272).
ePRTC(enhancedPRT(Q recently defined (G.8272.1)

GHES
| 1 ppes -
TaD To TG
-
PRETC
Frequencyin Freguency ont _ To frequency distribution
" T oeg, ool
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[-BCand T -TCclock models
Delay || >
asymmetry > Packet time Phase
Timestamps Gen.
Time input .
(e.g., Ipps+TOD) \L—» Time selector . i
PP Timestamps PP a
ey output [ (. =
e P (e.c.. 2MH ’ Packet /O \peCke | (packet Packet /O
Time and / (¢.g., 2MHZ - Pracessing) [T* Processing)
frequency » |PPS ’ * * '
generator (\ » TOD PEC [»{Freq. Sel_}+ 0sC
(s PP e i
Packet /O (packet H——— (packet ~Llacket I/ |_ J
< processing) processing) >
PHY Layer e ———— PHY Layer
SLLAVE ¢ : : MASTER SIDE |
SLAVE SIDE PEC F:E?:Lct?‘iv Freq. IM PHY Layer Clock | Freq. EU]
i | ie.q. EEC/SEC)
ot H ettt bl PHYSICAL (PHYTCATER T |
Physical layer i N IPhysical layer clock || i | . Physical layer I
frequency in : (e.g., EEC/SEC) IJ E " frequency out Ext, Freq, Input (e.g. 2MHz)
i & } !
E PHYSICAL LAYER H

. G.8273.2-Y.1368.2(14)_FA.1
Ext. frequency input

S G.8273.2and G.8273.3provide models for the Telecom Boundary and

Transparent Clocks
S Frequency sync via physical layerinitially considered
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Combined PTP -SyncE 2

SSyncEB A dOAEVYVdJdEi Ag 3 AAUACS

>
[Tl
oC
O
@

PTP 1588 Packet Stream PTP
— . >
Stream ; SyncE Physical Layer : Stream

PSN PRC freq

S?UEEA Uii EAU3 CE (OAEYydEI A =6Aa
S SyncE& 1588 functionality may be in the same node/element
SSyncEi UOxC ¢E dAEA O6A dt Ui E Agi A
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G.8275.1- ITU-T Time/Phase Profile 0 IEEE-1588 with full support
from Network

\

IEEE 1588 packets

New Packet
Switched Network

Prl ma r?r B T PRI > Lo -

Reference e W el

Time - e BV, T-B Telecom L ))
Clock o, , ST BN~ B Time Slave l‘ )
(PRTC) g% Clock (T-TSC

Synchronous Ethernet

Time Slave U )))
Clock (T-TSC 2&

S Telecom Boundary Clocks (-BCs) and Telecom Transparent Clocks{TTCs) can be used to overcome packet
delay variation
S Synchronous Ethernet is used for frequency and IEEE 1588 is used for phase synchronization

S ITU-T recommendations (5.827x) to address time and phase applications

S G.8275.1 PTP (telecom profile for phase/time synchronization with full timing support from the network)5.8275 (Architecture),G.8271
(Time and phase synchronization aspects of packet networkgp.8271.1(Network limits for time synchronization in Packet networks),
G.8272(Timing characteristics of Primary reference time clockd;.8272.1(Timing characteristics of enhanced primary reference time
clock), G.8273(Framework of phase and time clocks)5.8273.2(Timing characteristics of telecom boundary clocks and telecom time
slave clocks)G.8273.3 (Timing characteristics of telecom transparent clocks)
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G.8275.1 PTPOptions and
Configurable Attributes

S Two types of Ordinary clocksT-GM (Telecom Grand master, master clock only) and T
TSC (Telecom Slave clock, Slav@nly Ordinary Clock)

S Boundary clock will be used on the first profile, transparent clocks will be added in future
version

One-step and two-step clocks are allowed
PTP mappings

S The default mapping for the Time/phase profile is agreed to be IEEE1588008 annex F- Transport of PTP
over Ethernet

S Multicast mode
S For the Ethernet mapping, both the forwardablemulticast address 0:1B-19-00-00-00 and the non
forwardable multicast address 0:80-C2-00-00-U5 1 d AC ¢E dAEA OOA 3 a&a& gtg 1 EAA:
S The default Ethernet multicast address to be used depends on the operator
S PTP Messagédypes and rates
S Sync message, Followup, AnnounceDelay RequestandDelay Response

S Fixed packet rate of 16 packets per second for Syridelay Regand Delay Respmessages for the case
where physical layer frequency support (e.g. Synchronous Ethernet) is used

S Fixed packet rate of 8 packets per second for Announce message
2019-02-20 | | Page35 (46)
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G.8275.1- Alernate BMCA

S The alternate BMCA In G.8275.1s based on the default BMCA specified
In IEEE 1588

S It has provisions to allow a manual network planning

S The alternate BMCA allows

S Multiple Grand Masters
S Perport Boolean attribute notSlave.
S masterOnlyis TRUE-> the port is never placed in the SLAVE state
S masterOnlyis FALSE> the port can be placed in the SLAVE state
S Per-port attribute localPriority to be used as a tiebreaker in the dataset comparison algorithm
S Using different values than their default value allows building manually the synchronization network
topology
The clock attribute priorityl is static
The clock attribute priority2 is configurable
the clock attributesclockAccuracyand offsetScaledLogVariancemust be set to specific values
defined in G.8275.1

‘- -
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G.8271.1 Architecture

-
-
T-BC10/ -~
T-BC1  T-BC2 T-BC9  T-TSC
: [PRTC HT-GM ]—:—D@ﬁaﬁﬁﬁa—h - - —-@ﬁg—-@ﬁg — End App. |!
i 100ns | s0ns | ' 150ns \
) | 1.5us g
T-BC20/
T-BC1  T-BC2 T-TSC
(LD Gy C jy ©C maluinten >C u >C aUTL J i
L 100ns | 2ons ! ' 150ns \
) | 1.5us g
S (G.8273.2 defines the TBC and FTSC specifications
S The network limit of 1.5us also accounts for other sources of noise (e.g. holdover, link asymmetisgscE
rearrangements)
S Four classes of Telecom Boundary Clock{BC) and Telecom Time Slave Clock{TSC). Reference chains
Wlth ClaSS A and B have been fU”y StUdled- T-BC Constant TE Classes Maximum Constant
Time Error (ns)
A 50
B 20

PRTC = Primary Reference Time Clocks G.8273.2/Table 17 T-BC Constant Time Error Classes
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T-BC1 T-BC2 T-BCn/ T-TSC
eEEC1 eEEC2 eEECn

100ns/40ns/30ns ?7? i 10ns / ?ns
Constant Time Error ¢TE)

1
1
1
1
1
1
??ns !
1
1
1
1

??s Includes Holdover, Link Asymmetries, SyncE Rearrangements

PRTC = Primary Reference Time Clocks:BIC = Telecom Boundary Clock; -GM = Telecom Grand Master;
T-TSC = Telecom Time Slave Clock; EEC = synchronous Ethernet Equipment Clock

T-BC/T-TSC Maximum n (Hops)
Class CTE (ns) P
C 10 ?
D TBD ?

S T-BC/T-TSC Class C andEEChave been recently Approved
S T-BC/T-TSC Class 3 a new metric has been defineanax|TE, | to be less than5ns
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