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Background

\

S Packetswitching network doesnot require syncitself (at least traditional
packet networks)

S CBR(ConstantBit Rate) servicesover ATM,early packets syncrelated
example

S Generalizationdue to migration to packet networks (Ethernet-IP;
Ethernet Physicallayer traditionally defined as «asynchronous»):

S Currentmain focusisto delivertime/ phase syncreference
S Packet-based synctechnologies required (may be combined with synchronous
physical layer)
S «Deterministic> packet networks (e.g. TSN-IEEE,Detnet-IETF) asa
related topic
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SyncE Introduction

\

S Severalapplications requiring accurate frequency are reached by Ethernet

S It was agreedto define a synchronousEthernet physicallayer; Not in contradiction with IEEE

S Onlyin full duplex mode €ontinuous signal required)
S Basedon SDHspecification (for interoperability and
simplifying the standardization task)

S Synchronous Ethernet equipment equipped with () () )
a synchronous Ethernet Equipment Clocks EEC A A A
(G.8262). Synchronous Ethernet interfaces extract v ”s, @ \ S
the received clock and pass it to the system clock. ® \"_ ® | @ :\
S Synchronization Status Messageas per G.8264 IS é/ ® /? & S
S Ongoingwork to define an enhanced SyncE(G.8262.1) \/ ® 1 sL ‘\ ”9
S Extension to OTN («OEC»): Sosd Nl
S G.8262: Timing characteristics of synchronougtherrnet - e S
a) b) ©)

equipment slave clock

G.8261-Y.1361(13)_FD.1

S It doesnot transport Time

S All nodesmust support SyncE syncchain asper G.803

S Cannotbe transported transparently acrossnetwork boundaries
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SSM BynchronizationStatus Message) Iin Z
SyncE

S SSMrequiredto preventtiming loopsand to supportreferenceselection(as per SDH)
S Detailsaccordingto G.781 and G.8264

S In SDH SSMieliveredin fixed locations of the SDH frame
S Packetbasedmechanismrequiredin case ofSynckE

S OUI (organizationally unique identifier) from IEEE | — it
reusedto SpeCIfyeXChangeOf QLS ~---------1-p Selector g SSM communications Selector Q4 - f------- -
over the OAMspecificslow protocol (OSSP) S’ S’
. ync POV Toann N ~ e~y ync
S EEC option 1 clock treated as G.813 control g e Gontrol
option 1 (QL-SEC), EEC option 2 as an G.812 v_ > Y

Selector E< Rx Selector B

A A

Rx

type 1V clock (QL-ST3).

S Two types of protocol message types are defineq[sysien System
" " clock clock
S "heart-beat" message(once per second)

G.8264-Y.1364(14)_F11-1

S Eventmessagegeneratedimmediately
S SSM QL value is considered failed if no SSM messages are received after a five second period.
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Ethernet synchronization messaging channel -

(ESMCYormat

S ESMC PDU with QL TL¥lways sentasthe first TLV in the Data andpadding field

\

number for the ESMC.
NOTE 2i The thred.SBs (bits 2:0) are reserved.

Octet number Size/bits Field
1-6 6 octets Destination Address = €80-C2-00-00-02 (hex)
7-12 6 octets Source Address
1314 2 octets Slow Protocol Ethertype = (hex)
15 1 octet Slow Protocol Subtype = 0A (hex)
16-18 3 octets ITU-OUI =0019-A7 (hex)
1920 > octets ITU Subtype Octet number Size/bits Field
21 bits 7:4 (Notel) | Version 1 8 bits Type: 0x01
bit 3 Event flag— 23 16 bits Length: 0604
bits 2:0 (Note2)—Reserved _
2204 Sotets Reserved 4 bits 7:4 (Note) 0x0 (unused)
251532 36-1490 octets | Data and paddingSee point j) < bits 3:0 SSM code
Last 4 2 FES NOTET Bit 7 of octet 4 is the most significant bit. The Teastsignificant nibble, bit 3 to bit O (bits
NOTE 17 Bit 7 is the most significant bit 0 Bit 7 to bit 4 (bits 7:4) represent th contains the foubit SSM code.

3:0)

S Recentlyextendedto carry new clocktypes (and inform on PRTCtraceability)
S Extended QL TLV

S Use ofPadding bits also recently revised (set to all zero and ignored by receivels
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8 bits
16 bits
5-12 64 bits

8 bits

-
8 bits

Type: 0x02
Length: 0x0014

Enhanced SSM code (see Table 1-
9,
SyncE clockldentity of the
originator of the extended QL
TLV, Notel,

Number of cascaded eEECs from
the nearest SSU/PRC/ePRC

Number of cascaded EECs from
the nearest SSU/PRC/ePRC

16-20 40 bits Reserved for future use

Note: ePRC SSM code (0x23) recently added
(G.8264 Amd1, February 2018)
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Othe

contained
in[ITU-T G.781]

PRTC QL-PRTC

Extended
QL TLV

SyncE clockldentity

N -

follows the IEEE 1588 rules

\

N
Quality level Enhanced SSM code

EEC1 QL-EEC1
EEC2 QL-EEC2

r clock types QL message

(refer to the QL TLV)
Note 1

QL-ePRTC
QL-eEEC
OL-ePRC




SSM codes foByncE

z
Table 11-7 (G.8264-2017): Option | Table 11-8 (G.8264-2017): Option Il
code code

QL-PRC 0010 QL-PRS 0001
SSUA [e[ESSIVY. 0100 QL-STU 0000
S QL-SSUB 1000 QL-ST2 0111
S2aill QL-EEC1 1011 QL-TNC 0100
¥ OL-DNU 1111 QL-ST3E 1101
558 OQL-PRTC 0010 QL-ST3 1010
Niiel QL-ePRTC 0010 QL-EEC2 1010
3=l QL-eEEC 1011 QL-PROV 1110
ol  OL-ePRC 0010 QL-DUS 1111

Note 1: There is no clock corresponding to this quality QL-PRTC 0001
level. QL-ePRTC 0001

. - QL-eEEC 1010
Note 2: When processing the SSM QL, The SSM code OL-ePRC 0001

should be processed first, followed by processing the
Enhanced SSM code.

Note 1: There is no clock that corresponds to this quality level.

Note 2: When processing the SSM QL, The SSM code should [
Ifa CIOCk_ supports both the QL TLV and the extended processed first, followed by processing the Enhanced SSM
QL TLV, it should set the SSM code and the enhanced code.

SSM code according to table 11-7/11-8, and send both
the QL TLV and the extended QL TLV. Note: ePRC SSM code (0x23) recently added
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PacketBased Timing:

\

Adaptive Clock Operation

EL/T1

Bit Streamﬁ

UService clock adjusts based on buffer fill level /
packet arrival rate

UPDV influences wander at the network output

_| Interw *

Packet/Cell Stream

Packet(Cell)

Service

Clock
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>A01 Aax6AAA CO dy3 AAEC
S Packetclocks A3 i E AEAAAUGEA Ui 3 A
S CES Packets do have a regular rhythm

S Extension to using dedicated protocolsSNTP, PTP

S Packets may not arrive regularly, butimestamps mean time information can be
extracted

S Timing information contained in the arrival/departure time of the packets
S Two-way or one-way protocols
S Timing recovery process requireBDV filtering

S Time and frequency can be distributed from point A to point B

Packets .
time

F| Payload4 H F| Payload3 H F| Payload2 H F| Payload1l H

_____________________________________
i RN -

Significant instants
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PacketBasedMethods

PRC
# Reference
Time Stamp |~ |~ ——kgt—sgt_hzd ™ Time Stamp
Master acket swiiche Processing
Network
i \Recovered
L Time Stamp
Reference
Timing Signal

From ITU-T Recc. G.8261

UTiming information carried by dedicated timing packets:
ONetwork Time Protocol (NTP) i IETF RFC 5905
OPrecision Time Protocol (PTP) 1 IEEE1588-2008
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PacketbasedEquipmentClock

Local reference _ PEC-S
Time scale
comparator
Packet timing Packet _ |
. ) Low pass filter Output clock
signal selection P —»  Oscillator » Outp
Local time <
scale

G.8263-Y.1363(12) FA.1

S Conceptof «Packet Selection»:
S Pre-processing ofpacketsbefore use in atraditional clock tohandle PDV
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Two-ways time transfer

UDelivery of Time synchronization requires also the knowledge of «transit delay»
fromAto B

UTwo-ways transfer protocols (round trip delay)
0 Assumption for symmetric channel
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How NTP Works

T1 Originate Timestamp
s Time request sent by client

T2 Receive Timestamp
s Time request received by server

T3 Transmit Timestamp
s Time reply sent by server T1 09:00:000

T4 Destination Timestamp

s Time reply received by client T2 09:00:005
Round Trip Delay=(T4T1)-(T3-T2)

s Round Trip Delay =2510=15 T3

Clock Offset= [(T2T1)-(T4-T3)]/2 09:00:015

s Clock Offset =[510]/2= -2.5 T4 09:00:025
(Clients actual time when reply received was therefore
09:00:0225)

\

Client Server

Key Assumptions: Time Time

S One way delay is half Round Trip (symmetry!) Corrected time

S \[/);:Lteof client and server clocks are small and close to same 5. 50.0225

S Time is traceable
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w un -un-um-um-oum-oum-oum

IEEE 15882008 (PTPV2)

Vs ~ Ve _— Ve

Slaves process the roundrip delay & synchronize to the Grandmaster.

Frequency can be recovered from an accurate time of day reference (lit can also be usede
Best Master Clock Algorithm to define the hierarchy

Accuracy Is possible by means of:

Proper packet rate (up to 128 per second)

Hardware time -stamping (eliminate software processing delays)

Timing support in the network (e.g. transparent clocks, boundary clocks)

Embedded 4
Slave
& mg

\\
Grandmaster 1588 Packets Tt m==—eo______ @

B External
: -

Z
60 CU]
0

\

J

(Server) = Slave

U Note: IEEE 1588 under revision (planned 2018/2019)
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-
PTP Time Transfer Technique z
Master Clock Slave Clock Data At Round Trip Delay
s B R Rete e
Offset:
M’ | (slave clock error and one-way path delay)
e 1 1
| | Offset =127 tl
@ ‘Leap second offset 5 SYNC .
s, 5 |
ol = @ . 12 (&t for 1-step)
N’&ﬂ\’ g We assume path symmetry, therefore
éU ue One-Way Path Delay = RTD + 2
= a a
® a a
o rede) © L1213 | Slave Clock Error = (t2 - t1) - (RTD = 2)
delay__ E !
D Q §
E Notes:
" 1. One-way delay cannot be calculated exactly, but there is
e/fsyJ@Sp(o"s(e y a bounded error.
| 2 3 14 ' 2. The protocol transfers TAI (Atomic Time).
o UTC time is TAI + leap second offset from the announce
2 7 message.

The process is repeated up to 128 times per second.

(Anpounge.rate 15 lower INAN-SYNC TAE) 20 | pages (s4)



Timing Support

Timing packets are terminated and regenerated by Node N
Timing packet

Timing packet

Master Slave

e.g. IEEE1588 Boundary Clock, NTP Stratum Clock

Latency (Residence Time) is calculated by NE and the information is added in the timing packet
Timing packet

'Residence Time

N

Master

e.g. IEEE1588 Transparent Clock

Toremove (reduce) «TimeError» componentsinternal to the nodes
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dt xE t ExeEA61 gAO6OUaxES

S Aprofile Is a subset of requiredptions, prohibited options, and the ranges

and defaults of configurable attributes
S e.g. for Telecom: Update rate, unicast/multicast, etc.

S PTP profiles are created to allow organizations to specify selections of
attribute values and optional features of PTP that, when using the same
transport protocol, inter-works and achieve aperformance that meets the
requirements of a particular application

S Other (non-Telecom) profiles:
S IEEE C37.238 (Standard Profile for Use of IEEE 1588 Precision Time Protocol in Power System
Applications,)

S IEEE 802.1AS (Timing and Synchronization for Tim&ensitive Applications in Bridged Local Area
Networks); Under revision (targeting a full compliance with the next IEEE 1588 revision)
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Time SynchronizationArchitecture

U General network topology for time/phase
distribution from a packet master clock PRTC to a
telecom time slave clock (¥TSC) Rt

U The synchronization flow is from the master to
slave, although the timing messages will flow in both | Peketsiave 1=z

clock

Referenie (UTC) From G . 8275

l T /Packet timing signals
-— -..J

4
Packet network

d | I’ECtI ons. l ——3*| Packetslave
. .. . Out +3, i — clock
U Individual nodes are T-BCs or FTCs in the case of [fuwme ==L I
full support from the network R Out+3,
G.8275-Y.1369(13)-Amd.2(16)_F01

Out + 6,

S Primary Reference Time Clock (PRT@ the master of the timesynchronization network (G.8272).
ePRTC(enhancedPRT(¢ recently defined (G.8272.1). Cluster oPRTCsbeing discussed(«cnPRTG
CoherentNetwork PRTC) e

| 1 ppes -
TaD To TG
-
PRETC
Frequencyin Freguency ont _ To frequency distribution
" T oeg, ool
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T-BC and FTC clockmodels

Delay || >
asymmetry > Packet time
Timestamps
Time input .
D \L,—» Time s

(e.g.. Ipps+TOD)

elector

gene

Time and
frequency

. Frequency output

" (e.g., 2MHz)
» | PPS

rator

I |

Packet /O

(packet ———

Physical layer

processing)

T

» TOD

(packet
processing)

Packet [/O

SLAVE SIDE

sele

Frequency

MASTER SIDE

ctor

r

_____________________________

frequency in

IPhysical layer clock ||
(e.g., EEC/SEC) IJ

. Physical layer

Ext. frequency input
(e.g., 2MHz)

> .
frequency out

G.8273.2-Y.1368.2(14)_FA1

Packet [/
-

PHY Layer
Freq. IMN

L

-
-
Phase
Gen.
A
PP Timestamps PP
{packet | (packer Pacﬁerlr'(}
Frocessing) ‘* * Processing)
PEC (»Freq. Sel_}+ 0SsC
A
i
—————— PHY Layer
Freq. OUT
.

| PHYSICAL (PHYTTAYER T

FHY Layer Clock |
(e.g. EEC/SEC) |

|
Ext, Freq. Input (e.g. 2MHz)

S G.8273.2and G.8273.3provide models for the Telecom Boundary and
Transparent Clocks
S Frequency sync via physical layerinitially considered

WSTS 2018 | Public | © Ericsson AB 2018 | 204@5-30 | Page20 (54)



\

Combined PTPSyncE

uSyncE® A d OAEYdEi Ag 3 AAUAC3 i AE8 C6o

Uuaa

1588 Packet Stream PTP
Stream SyncE Physical Layer Stream

PSN PRC freq

7UEEA Uil EAUS CE JOAEVdEI A =6Aas C6 I
USyncE& 1588 functionality may be in the same node/element
USyncEi UOx C ¢ E Tidiedsind holdaveék8 d,
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Impairments In Packet networks

S Physical path asymmetry
S Path rerouting
S Packet delay variations [PDV], depending on

S Network dimension
S Traffic load
S QoS

S Interactions between the packet streams

\



Time Synchronizationvia PTP:
Asymmetryrelatedimpairments

\

S Basicprinciple: distribute Time syncreferenceby meansof two-way time
stamps exchange

M S
. . tl
Time Offset=t, i t, i Mean path dela T
Mean path delay = ((t, i t,) + (t, 7 t5) P
/ t3
4

S Asfor NTP,alsoin case of PTPsymmetric paths are required:
S Basicassumption: t,s t; =t,S t;
S Anyasymmetry will contribute with half of that to the errorin the time offsetcalculation (e.g. 3ns
asymmetry would exceedthe target requirement of 1.5 ns)
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Asymmetryln Transport Networks

S Different paths in Packetnetworks

S Traffic Engineeringrulesin orderto define always the same path for the forward and reverse
directions

S Different Fiber Lengthsin the forward and reversedirection
S Additional problem: DCF DispersionCompensatedFiber)

S Different Wavelengthsusedon the forward and reversedirection

S Asymmetriesadded by specificaccess andransport technologies

S GPON

S VDSL2

S Microwave
S OTN
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Path Asymmetry and Rerouting
S Asymmetry

S Static difference in paths between the forward and reverse paths
S Forward and reverse paths pass through different nodes

Sync, follow up

& o TN~ [T
€ @ | l © © g
(:%: w” ) % &)
e R / Delay request, m /‘ 3 J ),
. -
eNB (:%;) (A)
: ®© T-GM
S Rerouting ® T-BC

S PE3AA Ax3{ OE Ui y3Cx AE&*gA 371 A A3i JAQITOICAE
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PDV: a Key Aspect In Packet Timing Performance =
S Packet Delay VariatonUg 1 £0 UA 3 13 a6A Ao6i CAU,dCOA
S Related to number of hops, congestion, lindit-rate, queuing priority, etc. Time

stamp-error can be viewed as part of PDV
S Clock recovery involves lowpass-filter action on PDV

S Oscillator characteristics determine degree of filtering capability (i.e. tolerance to
PDV)

S Higher performance oscillators allow for longer timeconstants (i.e. stronger filtering)

S Lower performance (less expensive) oscillators may be used (may require algorithmic
performance improvements)

S Performance improvements can be achieved by
S Higher packet rate
S Controlling PDV In network (e.g. network engineering, QoS)
S Timing support from network (e.g.bounaary clocksn PTP)
S Packet selection and/or nonlinear processing
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Packet delay variation (PDV)

S Queuing
S Equipment Configuration
S Priority/ QoS

Ingress
Interface
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Classification
Engines

]

=

=

Forwarding
Engines

]

Potential Queuing points/ delays

Potential configuration dependent delay

points

Switch ‘ Shaping/
Fabric Policing

Engines

)

i
_

Egress
Interface

\



Packet delay variation (PDV), Cont.

S Head of line blocking

High priority queue

>

Low priority queue

\

Egress link speed = G
Mbitg/s

_—

(Dpp)max 2
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MTU size M byte
Strict priority queue

aM
o —0 /7%

- OO

\

A A packet arrives in the HPQ, just
when a packet from the LPQ has
begun transmission

A The packet from HPQ is blocked till
the LPQ packet is transmitted

A With more complex prioritization
scheme the delay due to head of
line blocking could vary
significantly

A Tools specified by IEEE 802.1 to
address this issue (e.g. frame
preemption, scheduled traffic)

c G = Ex. : at 1Gbit/s,
1000 byte packet =8 x 1000/ 1000 x 10° =8 ns



-

Notion6 O PackesC

Impact of PDV can be mitigatedoy means of a suitable classification andelection of packets

t x Eniniumdelay8 3 yyA63 Ax UA 3i EG3iyeEl 1EVYEi AUi O 6
approaches may be more suitable

The assumption that the path is constant over the interval of observation implies a PDV with a distribution
function with a slowly changing floor (i.e. minimum delay that a packet can experienge

In many cases it has been observed that a reasonabteaction (e.g. x%) of the total number of packets

will traverse the network at ornear this floor

Usingonly these packetsin the timing recoverymechanismwould allow to significantly reduce the impact
of the PDV on theguality of the recoveredreferencetiming signal

\
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Sync Metrics In Packet Networks

S The Network Element clock output metrics as per TDM networks (e.g.
MTIE/MRTIE/TDEV)
S Somedistinctions are required in case ofpacket clockintegrated in the Base
Station (no standardized output MTIE/TDEV by 3GPP)
S Specific Metrics have been defined to better characterize the behavior of
packet networks (PDV) delivering the timing reference
S Metrics that associate PDV with Frequency Offset or phase variation

S Tolerance masks/Network limits are used by network operators and clock
manufacturers

S Packet selection methods can be justifie

\

Physical
Packet layer timing
interface

Packet interface
network / \

PDV stability Clock stability
quantities quantities

PEC slave

[Clock stability quantities estimation] = function (PDV stability quantities)
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Floor Packet Percentage

tUFamily of metrics based on counting amount of packets, observed for any window
Interval of t seconds within a fixed cluster range starting at the observed floor delay
and having a size U

99.0 us \
e v. o A H ; Timing packets
S - oy e + outside the range
3.00 ps/div  f—mor IS do ; 3 2 are not counted
- :
.......... i
S = s
. A T
Fixed = :’ i /. Timing packets
cluster = e b t within the range
range «, hid l ) \ are counted
0.00 o o e omm e e e . == [N S S ————
0.00 minute Window 3.00 minutes/div 37.93 minutes
mterval

G.8260(12)_A.12

UFloor Packet Percent (FPP) defined in terms of percentage of packets meeting these
criteria

UBasis for the G.8261.1 network limits (150 / 75 us)
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Time Syncperformancemetric:
Full Timing Support

S Max abs(TE) for combineddynamic and constant time error
S MTIE (low frequency) and «peakto-peak TE amplitude» (high frequency) for dynamic

time error MTIE
A
I us
TE (1) Failure in the sync network
] 15us |TE| TEyo or TEgga budget 580 ns
/ ............................ X t
\Mmerﬂearrangement period
280 ns

TE, applicable to the network (End Application continues to be locked to the external reference)

TEgea applicable to the End Application (End Application handles short rearrangement periods) 200 ns [+ i

100 ns ! I
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» T(s)

|13 2!4
10 100

1000

10000

G.8271.1-Y.1366.1(13)-Amd.2(14)_F02



Time Syncperformancemetric.
Partial Timing Support

S Metric . «Packet selected 2WayTE»

S APTSAssistedPartial Timing Support:Peak-to-peak pktSelected2WayTE

S PTS:max |pktSelected2WayTE|

Xe(t)

x¢ ()

Packet
—. )
Selection
Xg(t) Packet
_. .
Selection

Xg'(t) .

S Network Limit (G.8271.2):

S 1.35ps in terms of maximum absolute time error (at the output of the clock);

if GNSS is lost.
S 1l.lps atthe input of the FTSC

S 2 classes of network limits addressing different end applicatiohs cases,
distinguished by dfferent Packet Selectioncriteria

Combination

xc'(t) -

B

S High Stability Clocks:window interval of 200s - percentage of 0.25%
Note: G.8273.4 under development (clock for PTS and APTS)

S Low stability clocks, understudy
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Frobe
s P
sabitey |, S
Metric R Time or freguency referenca
FT Packet timestamper
Bandwidth yit) Stability  ,
Filtering Metric
+/-100ns +/-1100ns [ "c ] +/-1500ns
A B \c _Ip E
I | [ A' | End
| | ! TT':"‘ : Application
PRTC, | | Packet Packet ™ |,
pre [T "V }‘I{ﬁ:ik * T-BC-F (/er.f ok J | . ~Bf
! I o ! /I (e i-"'F:I:
+/-1350ns
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