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— Why should the average person care about the successes of supercomputerse

e SO Whate

- How do supercomputers utilize precise timing?

- How precise are we talking about? Q&
« Now What? v/ \

- Where is supercomputing headed and

are there any timing ramifications? p l
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The March of Science
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“Equipped with
his five senses,
man explores the
universe around
him and calls the
adventure
Science.”

- Edwin
Hubble

“Ideas shape the
course of history.”

- John
Maynard
Keynes



The Two Pillars of Science

[ =
o)
-
(S
b
c
D
&
—
D
Q.
>
L

%OAK RIDGE

National Laboratory




The T Three Pillars of Science

Computers have changed the way we
conduct experiments. Given enough
computer power, we can perform
accurate experiments more quickly,
more cheaply, and often with greater
control.
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The Impact of High Performance Computing

* QOver a 5 year span, 38% of the international innovation “R&D 100" awards went to US National Labs
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http://smarttruckbrands.com/

A Brief History of High Performance Computing
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The Tightly Coupled™ Case — Bulk Synchronous Parallel Programs'

Processes

e Consider a program with Time
4 threads

 Each thread cycles

Repeat

Lacal computation

pbetween several states: cegnopenig bt |
- Computing R i i
— Barrier === g;g%ﬁmvjm
- Communication | T R
- Waiting w
Legend
[ Jecomputing  [EEBbarrier or reduction [ Jeommunication [l waiting
* Tightly Coupled = Within one machine 1. Leslie G. Valiant, A bridging model for parallel computation,

Communications of the ACM, Volume 33 Issue 8, Aug. 1990
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The Tightly Coupled Case (continued)

* Goalisto Operating System Scheduling on 2 nodes with 4 cores each'’
eliminate
waiting Tme TOMIL NIIEIN]I E | || EHEIN /EEEII DD
+ Have each N N i T R TR
core/thread weers
complete at B T T e L
same fime [N N ) E E R B
« Q:Butwhatifa vocezs | N
fhread gefs Time N D
delayed by . =m- =m:
something .y ————————————————————
external? e A ®m
A: We need = o=
precise time 1
agreement! I .
%0AK RIDGE T ot mprowng the Sealabiity of harallel Iobs by ad0ing Paraliel Awereness t the perating Sestem.~ n The 16th Intermational Conference for High

National Laboratory Performance Computing, Networking, Storage and Analysis (SC'03). Phoenix, AZ, November 2003. https://doi.org/10.1109/SC.2003.10024



http://www.sc-conference.org/sc2003/paperpdfs/pap136.pdf
https://doi.org/10.1109/SC.2003.10024

The Loosely Coupled™ Case — Consistency of Shared Dato

Step 1: Deposit $100 initiated in ATM [ 1 Step 3: What happens next depends on your
Consistency protocol:

(a) Deny the deposit

(b) Accept the deposit & reconcile later

A primary characteristic of a Consistency protocols
Is how many messages are required to maintain a
well-known state.

If both machines have a common notion of fime,

there is a nice optimization called “leases” which
Results in fewer messages to maintain well-known state.
We need precise fime agreement!

* Loosely Coupled = Spanning multiple machines
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...50 We Want Precise Time Agreement In These Cases

Clock Skew Measurements! (NTP based)
e In the early 0008

days of pi5GE
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e Fach node was
an NTP client
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« And NTP wasn't s
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particularly
accurate on 0008 1
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1. TerryJones, and Gregory Koenig. “Clock Synchronization in High-end Computing Environments: A Strategy for Minimizing Clock Variance at Runtime.” Journal of
Concurrency and Computation: Practice & Experience, Volume 25, Issue 6, doi: 10.1002/cpe.2868, pages 881-897, April 25, 2013. https://doi.org/10.1002/cpe.2868
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https://doi.org/10.1002/cpe.2868

Today, Each HPC Machine Is Designed With Jitter In Mind

e Heartbeat available from
custom interconnect

— Accuracies in nano-seconds

e Cores set aside for OS
Interruptions

e But getting every thread to complete at the same time is still o
challenging problem!
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Tomorrow, the Integrated Supercomputer Confinuum

» Workflows that suac gl  Argonne
extend the o A
supercomputer g S
fo concurrent & ” -~ niid
use with other N
filtered data Sl
supercomputers A simutnec

" Conventional Training data
supercomputer repository

and machines E ‘_"—;—:
ant storage
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Summary

o Simulation and high performance computing are crifical elements 1o
scientific advancement

e Today's supercomputers are massively parallel machines built with high-end
commodity (off-the-shelf) parts and specific customization

« Bulk Synchronous algorithms require anti-jitter measures which rely on
coordination and available cycles (must solve the tightly-coupled problem)

 Tomorrow’s workflows are projected to extend past machines, new levels of
coordination will need to be explored (must solve loosely-coupled)

Questions & Comments Welcome: fri@ornl.gov
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